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Atmospheric correction of ocean color imagery:
use of the Junge power-law aerosol size distribution with
variable refractive index to handle aerosol absorption

Roman M. Chomko and Howard R. Gordon

When strongly absorbing aerosols are present in the atmosphere, the usual two-step procedure of
processing ocean color data—~1! atmospheric correction to provide the water-leaving reflectance ~rw!,
followed by ~2! relating rw to the water constituents—fails and simultaneous estimation of the ocean and
aerosol optical properties is necessary. We explore the efficacy of using a simple model of the aerosol—a
Junge power-law size distribution consisting of homogeneous spheres with arbitrary refractive index—in
a nonlinear optimization procedure for estimating the relevant oceanic and atmospheric parameters for
case 1 waters. Using simulated test data generated from more realistic aerosol size distributions ~sums
of log-normally distributed components with different compositions!, we show that the ocean’s pigment
concentration ~C! can be retrieved with good accuracy in the presence of weakly or strongly absorbing
aerosols. However, because of significant differences in the scattering phase functions for the test and
power-law distributions, large error is possible in the estimate of the aerosol optical thickness. The
positive result for C suggests that the detailed shape of the aerosol-scattering phase function is not
relevant to the atmospheric correction of ocean color sensors. The relevant parameters are the aerosol
single-scattering albedo and the spectral variation of the aerosol optical depth. We argue that the
assumption of aerosol sphericity should not restrict the validity of the algorithm and suggest an avenue
for including colored aerosols, e.g., wind-blown dust, in the procedure. A significant advantage of the
new approach is that realistic multicomponent aerosol models are not required for the retrieval of C.
© 1998 Optical Society of America
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1. Introduction

It is now generally recognized that measurement of
the radiance reflected from the ocean atmosphere
system can be used to estimate the concentration of
phytoplankton pigments, the sum of the concentra-
tions of chlorophyll a and phaeophytin a, in the
cean.1–3 ~At present, this estimation is generally

limited to case 1 waters,3 i.e., waters in which phy-
toplankton and their immediate detrital material
constitute the variable component of the water’s op-
tical properties.! Thus several sensors have been, or
are soon to be, launched for the purpose of studying
the spatial–temporal variation of phytoplankton glo-
bally to understand the role of phytoplankton and
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their variability in global climate. The sea-viewing
wide field-of-view sensor4 ~SeaWiFS! was launched
n 1 August 1997, and the moderate-resolution im-
ging spectroradiometer5 ~MODIS! is scheduled for

launch in the summer of 1998. In case 1 waters, the
component of the measured radiance that carries in-
formation about the phytoplankton concentration,
the radiance backscattered out of the water and
transmitted to the top of the atmosphere ~TOA! ~the
water-leaving radiance!, is at most 10% in the blue
and typically much smaller in the green. The rest of
the signal is comprised of radiance reflected from the
atmosphere and the sea surface. Thus the water-
leaving radiance must be extracted from the mea-
sured radiance—a process referred to as atmospheric
correction.

Typically, atmospheric correction algorithms as-
sume that radiative transfer in the ocean and atmo-
sphere can be decoupled, i.e., photons are never
backscattered out of the ocean more than once.6
Furthermore, determination of the phytoplankton
pigment concentration is carried out in two steps:



c
r
i
s

t
t

u

t

s

m

~1! the water-leaving radiance is retrieved as a prod-
uct of the atmospheric correction and ~2! the pigment
oncentration is determined from the water-leaving
adiance. The atmospheric correction algorithm has
ncreased in complexity from the simple single-
cattering algorithm7,8 used for the Coastal Zone

Color Scanner ~CZCS!—the proof-of-concept ocean
color mission—to the complete multiple-scattering al-
gorithm proposed for SeaWiFS.9,10 The new algo-
rithm is capable of providing the water-leaving
radiance with the required accuracy for typical ma-
rine atmospheres; however, it fails when the atmo-
sphere contains strongly absorbing aerosols, e.g., in
the presence of urban pollution or desert dust trans-
ported over the ocean by the winds.

Recently, Gordon et al.11 proposed an algorithm for
case 1 waters that is capable of atmospheric correction
in the presence of both weakly and strongly absorbing
aerosols. In this algorithm, the aerosol properties
and the pigment concentration are determined simul-
taneously. This simultaneous determination is re-
quired because the aerosol absorption is manifest
mostly in the blue, where the water-leaving radiance is
usually largest and the most variable. In effect, in
this algorithm the ocean pigment concentration and
the aerosol model are systematically varied and the
TOA radiance is computed. The candidate aerosol
models used in this algorithm were derived from the
bimodal log-normal aerosol size distributions and re-
fractive indices provided by Shettle and Fenn12 as a
function of relative humidity. The water-leaving ra-
diance was computed as a function of the pigment
concentration ~C! and a marine particulate scattering
factor ~b0! by use of the semianalytic model of Gordon
et al.13 The mean of the ocean–atmosphere proper-
ties that yield the ten best fits ~in a rms sense! of the
computed to the measured radiances provides the de-
rived parameters ~pigment concentration, aerosol op-
tical thickness, aerosol single-scattering albedo, etc.!.

Zhao and Nakajima14 proposed a similar algorithm
for the CZCS, i.e., the aerosol properties and the pig-
ment concentration are determined simultaneously;
however, because of the severe limitation of the num-
ber of spectral bands on the CZCS, they employed
models with Junge15 power-law size distributions
with a single index of refraction and used ratios of
water-leaving radiances rather than the water-
leaving radiance itself. They showed good retrievals
with simulated test data created by use of bimodal
aerosol size distributions with the same index of re-
fraction as the Junge power-law distribution and con-
cluded that the power-law distribution was an
adequate approximation to the now favored bimodal
aerosol distributions for the purposes of atmospheric
correction. In contrast to bimodal log-normal size
distributions, which require several parameters to
describe ~the modal diameters and standard devia-
ions of both modes along with their relative concen-
rations!, the simplicity of the Junge power-law

distribution is attractive in that only one parameter
is required. A further simplification is that the bi-
modal distributions require an index of refraction for
each mode ~typically different!, whereas a single re-
fractive index is usually assumed for the power-law
distribution.

In this paper we explore replacing the Shettle and
Fenn12 candidate aerosol bimodal models in the Gor-
don et al.11 procedure with a Junge power-law model;
however, to be able to deal with both weakly and
strongly absorbing aerosols, we let the real and imag-
inary parts of the index of refraction vary as well as
the size distribution parameter—a natural extension
of the Zhao–Nakajima14 algorithm. Thus all the
properties of the aerosol are allowed to vary contin-
uously, subject to the constraint of the given mathe-
matical form for the aerosol size distribution. This
allows use of nonlinear optimization techniques to
effect a solution. The results show that excellent
retrievals of the pigment concentration are obtained,
weakly and strongly absorbing aerosols are easily
identified, but the retrieved aerosol optical thickness
can have large errors because of the significant dif-
ferences in the scattering phase functions for bimodal
log-normal and power-law distributions. Thus we
also answer the question, is a correct aerosol phase
function really required for atmospheric correction of
ocean color imagery?

We begin with a description of the aerosol and
ocean models used in the procedure and describe the
nonlinear optimization. Next we provide tests with
simulated data that are free of radiometric calibra-
tion errors and follow with an examination of the
effect of realistic radiometric calibration errors. Fi-
nally, we examine the performance of the algorithm
as a function of the aerosol’s vertical distribution.

2. Correction Mechanics

We begin by using a generalized reflectance r in place
of radiance L. These are related by r 5 pLyF0 cos

0, where F0 is the extraterrestrial solar irradiance
and u0 is the solar zenith angle. Then, after avoid-
ing Sun glitter and correcting for the presence of
whitecaps, the remaining upwelling reflectance at
the TOA rt~l! consists of the following components10:
the pure Rayleigh- ~molecular! scattering contribu-
ion rr~l!, the pure aerosol-scattering contribution

ra~l!, the contribution that is due to the interaction
effect between air molecules and aerosols rra~l!, and
the desired water-leaving contribution t~l!rw~l!, i.e.,

rt~l! 5 rr~l! 1 ra~l! 1 rra~l! 1 t~l!rw~l!, (1)

where t~l! is the diffuse transmittance of the atmo-
phere. As rr~l! can be computed precisely from an

estimate of the surface atmospheric pressure,16,17 it
can be subtracted from rt~l! to form

@rt~l! 2 rr~l!# 5 @ra~l! 1 rra~l!# 1 @t~l!rw~l!#. (2)

Following Gordon et al.11 we use an atmospheric
model to compute ra~l! 1 rra~l! and t~l!, an ocean

odel to compute rw~l!, and compare the results to
the given value of rt~l! 2 rr~l!.
20 August 1998 y Vol. 37, No. 24 y APPLIED OPTICS 5561
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A. Water and Aerosol Models

The water reflectance model is derived from Gordon
et al.13 and is identical to that employed by Gordon et
al.11 It has two parameters C, the pigment concen-
tration, and b0, a parameter related to particulate
scattering.3 The model assumes that the upwelling
spectral radiance below the sea surface is totally dif-
fuse, contrary to the observations of Morel and co-
workers.18–21 However, as Morel and Gentili21 have
shown, bidirectional effects can be easily introduced
into the model and described as a function of C ~and,
f necessary, b0!.

The aerosol model utilizes a Junge power-law size
distribution:

dN
dD

5 K, D0 , D # D1,

5 KSD1

D Dn11

, D1 , D # D2,

5 0, D . D2,

where dN is the number of particles per unit volume
ith diameters between D and D 1 dD. In this paper

we choose D0 5 0.06 mm, D1 5 0.20 mm, and D2 5 20
mm. The size distribution is thus characterized by a
single parameter n. A refractive index m 5 mr 2 imi
is then combined with this size distribution to compute
the aerosol optical properties—the phase function, op-
tical thickness @ta~l!#, and single-scattering albedo
v0~l!#—by use of Mie theory. As the synthetic test
ata are also computed from bimodal aerosol models
ith Mie theory ~Subsection 3.A!, this procedure does
ot introduce any error, i.e., we assume that all parti-
les are spherical. The aerosol optical properties are
hen used to generate the reflectance ra~l! 1 rra~l! as

a function of the aerosol optical thickness for all Sun-
viewing geometries. A two-layer radiative transfer
code ~aerosols in the lower layer! in which the air–sea
interface is modeled by a flat Fresnel-reflecting surface
is used in the computations. These reflectances are
stored in the form of lookup tables ~LUT’s! for rapid
access by the algorithm. In our LUT’s, the values of
the parameter n range from 2 to 4.5 in steps of 0.5, and
mi 5 0, 0.001, 0.003, 0.01, 0.03, and 0.04, with mr 5
1.333 and 1.50. Thus we have a total of 72 distinct
power-law aerosol models that can be used to interpo-
late for arbitrary values of n, mr, and mi. We use
linear interpolation for n and quadratic interpolation
or mr and mi ~Formula 25.2.66 of Ref. 22!.

In the optimization procedure, there are a total of six
parameters: C and b0 for the water and n, mr, mi, and

a~865!, for the atmosphere. @The aerosol optical
thickness at 865 nm, ta~865!, is the measure of the
aerosol concentration.# However, we can reduce the
number of parameters by noting that rw ' 0 in the
near infrared ~NIR!. ~SeaWiFS has NIR bands at 765
and 865 nm, whereas MODIS has bands at 748 and
869 nm.! For these bands, the value of ra~l! 1 rra~l!
is known. The spectral variation of ra~l! 1 rra~l! in
he NIR has been shown to depend mostly on the aero-
562 APPLIED OPTICS y Vol. 37, No. 24 y 20 August 1998
sol size distribution and only slightly on the refractive
index,10 thus these two bands can be used to determine
the size distribution parameter n. This is effected by
comparing the measured value of

ε9~ls, l,! 5
ra~ls! 1 rra~ls!

ra~l,! 1 rra~l,!
, (3)

where ls and l, are the shorter and the longer of the
two NIR bands available on the sensor, with that com-
puted from the models as a function of n. Figure 1
shows an example of the relationship between n and
ε9~765, 865! for the power-law distributions. Figure 1
was prepared with the 12 values of the complex refrac-
tive index and four values of ta~865!. It shows that a
coarse estimate of n ~maximum error ; 10.3 to 20.1,
standard error ; 10.15 to 20.1! can be obtained from
he measured ε9~765, 865!. Given the value of n de-

termined from the n–ε9~765, 865! relationship for the
given geometry, it is a simple matter to compute the
aerosol optical thickness that provides the correct
value of reflectance at l for each mr 2 imi. Thus both
n and ta~865! can be removed from the list of unknown
parameters with the NIR measurements. In the case
of SeaWiFS, this leaves six bands from which the four
remaining parameters must be determined. It
should be noted that use of this method of reducing the
number of parameters introduces some error. For ex-
ample, if the actual aerosol model is identical to one of
the 72 candidate models, a close, but incorrect, value of
n will usually be chosen by the algorithm.

B. Nonlinear Optimization

Before continuing the discussion we introduce some
simplifying notations:

rA9~lj; mi, mr! ; ra~lj; mi, mr! 1 rra~lj, mi, mr!,

rW9~lj; C, b0! ; t~lj!rw~lj; C, b0!, (4)

Fig. 1. Relationship between ε9~765, 865! and n ~solid curve! av-
eraged over all combinations of four values of ta~865! ~0.1, 0.2, 0.3,
and 0.4!, six values of mi ~0, 0.001, 0.003, 0.01, 0.03, and 0.04!, and
two values of mr ~1.333 and 1.50!, with u0 5 20° and u 5 45.9°.

ashed curves represent the upper and lower envelopes of the
elationship, and the darker area represents the standard devia-
ion of the various cases about the mean for the given value of n.
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where r9A is the resulting reflectance of the aerosol
and interaction term computed at lj for the Junge
power-law size distribution with the parameters n
and ta~865! ~both determined as in Subsection 2.A! by

se of mi and mr, and rW9 is the diffusely transmitted
normalized water-leaving reflectance computed at lj
for water parameters C and b0. The assumption
that rA9~lj; mi, mr! and rW9~lj; C, b0! form the final
eflectance field on the TOA independently leads to
he system of nonlinear equations in four variables
mi, mr, C, b0!:

rA9~l1; mi, mr! 1 rW9~l1; C, b0! 5 rt~l1! 2 rr~l1!,

rA9~l2; mi, mr! 1 rW9~l2; C, b0! 5 rt~l2! 2 rr~l2!,

· · · · · · · · · · · · · · ·

rA9~lNn
; mi, mr! 1 rW9~lNn

; C, b0! 5 rt~lNn
! 2 rr~lNn

!.
(5)

We seek to solve this set of equations for mi, mr, C,
and b0 when Nv, the number of visible bands used in
he retrieval, is greater than the number of un-
nowns in Eqs. ~4! and adopt a nonlinear optimiza-

tion procedure to do so. We note that the set of
variables ~mi, mr, C, b0! is subject to the following
onstraints:

0 # mi~min! # mi # mi~max!,

0 , mr~min! # mr # # mr~max!,

0 , C~min! # C # C~max!,

0 , b0~min! # b0 # b0~max!. (6)

As in Gordon et al.,11 we assume that C~min! 5 0.05
mgym3, C~max! 5 1.50 mgym3, b0~min! 5 0.12 m21,
and b0~max! 5 0.45 m21. For the atmosphere, we
take mi~min! 5 0, mi~max! 5 0.04, mr~min! 5 1.33,
and mr~max! 5 1.50 as realistic ranges for the aerosol
parameters. We choose as the least-squares ~LSQ!
objective function

SLSQ
2~mi, mr, C, b0! 5

1
~Nn 2 1!

3 (
i51

Nn FrA9~lj; mi, mr! 1 rW9~lj; C, b0!

rt~lj! 2 rr~lj!
2 1G2

. (7)

At the solution point ~mi*, mr*, C*, b0*!, SLSQ should
ttain its minimal value subject to constraints in in-
qualities ~6!.
A number of versatile methods exist to find such
solution,23 although they might differ appreciably

as to the convergence rate, the memory require-
ments, and the ability to converge to the solution.
In particular, methods belonging to the so-called
quasi-Newton class24 that take advantage of the
nformation contained in the Hessian matrix of a
unction ~i.e., the square matrix of the second par-
ial derivatives of the function evaluated at a point!

in calculating the step size and the direction of
search appear to be adequate for our purposes.
Powell25 proves the convergence to a minimum for
the Davidon–Fletcher–Powell variable metric class
method @which also holds for Broyden–Fletcher–

oldfarb–Shanno algorithm# on a function with
roperties outlined above @Eqs. ~5! and inequalities
6!#. However, to the best of our knowledge, the
uasi-Newton class methods do not guarantee, in
eneral, a convergence to a minimum. In this
tudy we used the DZXMWD routine from the com-

monly available International Mathematical & Sta-
tistical Library,26 which is based on the Harwell
Library routine VA10A and incorporates a quasi-
Newton method. To assure the convergence to a
minimum in our nonlinear optimization procedure
a set of starting search points is taken, some of
which are discarded after performing a few itera-
tions based on their relative values. We observed
that the resulting solution was the same ~within a

reset tolerance! whatever the number of starting
earch points chosen, meaning that convergence to

global minimum was probably achieved, so we
elieve it is sufficient to use just one starting point
n solving the system @Eqs. ~5!#, and the result is the
olution we want.

3. Algorithm Performance with Simulated Data

A. Characteristics of the Simulated rt~l! Data

As in earlier research,9,11 we tested the performance
of the algorithm with simulated data—pseudodata.
The pseudodata were created by choosing specific val-
ues of C and b0 for the computation of rw~l! and by
utilizing specific aerosol models for the computation
of rr 1 ra 1 rra. The aerosol models we chose for the
tests were those developed by Shettle and Fenn12 at
a relative humidity of 80%. For these the size fre-
quency distribution is written as

dN
dD

5 (
i51

M dNi

dD
, (8)

where dNi is the number of particles per unit volume
with diameters between D and D 1 dD of the ith
species or component. The individual components
are taken to be log-normally distributed12:

dNi

dD
5

Ni

loge~10!Î2psiD
expH2

1
2 Flog10~DyDi!

si
GJ , (9)

here Di and si are the modal diameter and the
standard deviation, respectively, and Ni is the total
number density of the ith component. Table 1 pro-
vides the parameters Ni, Di, si, and mr 2 imi for each
test aerosol model. The nomenclature M80, C80,
T80, and U80 refers to the maritime, coastal, tropo-
spheric, and urban aerosol models12 at 80% relative
humidity. Figure 2 provides the spectral variation
in ta for the four test aerosol models. Note that the
spectral variation of the test data is enclosed within
the range of the candidate aerosol set for which ta~l!y
ta~865! ' ~865yl!~n22!. To provide a sense of how
well the candidate size distribution approximates the
test distributions, Fig. 3 compares the volume size
20 August 1998 y Vol. 37, No. 24 y APPLIED OPTICS 5563
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Table 1. Characteristics of the Test Aerosol Models used in the Study

5

distribution dVyd ln D of three of the four test models
solid curves! with that for the Junge power-law dis-
ribution ~dotted curves!. In Fig. 3, all volume dis-
ributions are normalized such that *0

` dN 5 1.
ecause of their bimodality, M80 and U80 can be
etter represented by Junge power-law distributions
han T80. Table 2 provides the single-scattering al-
edo for the test models. Clearly, U80 absorbs much
ore strongly than the others, which we refer to as
eakly absorbing.
A test data set was simulated by computing rt~l! 2

t~l!rw~l! for the M80, C80, T80, and U80 aerosol
models with ta~865! 5 0.1, 0.2, and 0.3, rw~l! with b0

5 0.3 m21 ~the adopted mean value3 for case 1 wa-
ers! and C 5 0.1, 0.5, and 1.0 mgym3. Note that for

the test data, the aerosol optical thickness at 412 nm
can be as high as 0.80 for T80 ~Fig. 2!. The simu-
lated data were created for solar zenith angles ~u0! of
0°, 20°, 40°, and 60°, with the sensor viewing at an
angles ~u! of '1° and '45° with respect to nadir and
an azimuth ~f! of 90° relative to the Sun. These
over much of the Sun-viewing geometry available to
n ocean color sensor. The combination u0 5 0 and

u ' 1° is excluded, as it would be within the Sun’s
glitter pattern, so there are a total of seven Sun-
viewing geometries considered.

B. Retrieval Results for Error-Free rt

In this subsection we examine the performance of the
algorithm when the TOA reflectance rt is free of error.
Examples of the retrieval of the spectra of ra 1 rra
and trw, along with the true values and the recovered
alues of the parameters, are provided in Fig. 4 for
wo different Sun-viewing geometries and pseudo-
ata generated with two different aerosol models

Aerosol Model

Size Distribution

Ni Di

M80 0.990000 0.06548
0.010000 0.63600

C80 0.995000 0.06548
0.005000 0.63600

T80 1.000000 0.06548
U80 0.999875 0.07028

0.000125 1.16200

Table 2. Values of Single-Scattering Albedo at l 5 412 and 865 nm for
the Test Aerosol Models used in the Study

Aerosol Model l ~nm! v0

M80 412 0.992387
865 0.993423

C80 412 0.988392
865 0.988439

T80 412 0.975839
865 0.952837

U80 412 0.782303
865 0.748059
564 APPLIED OPTICS y Vol. 37, No. 24 y 20 August 1998
~M80 and U80!. The retrievals were effected by use
of the first five SeaWiFS bands ~412, 443, 490, 510,
nd 555 nm! in the nonlinear optimization and 765
nd 865 nm to determine n and ta~865!. The results

indicate excellent fits between the measured and re-
constructed values of rt~l! 2 rr~l! that are obtained
for both the strongly ~U80! and the weakly ~M80!
bsorbing aerosols. The retrieved trw~l! is also ex-

Fig. 2. Spectral variation of the aerosol optical thickness for the
models used to generate the test pseudodata.

Fig. 3. Comparison between the volume size distribution of the
aerosol models used to generate the test pseudodata ~solid curves!
and the Junge power-law distribution ~dotted curves!.

Refractive Index

si 412 nm 865 nm

0.35 1.446-i3.309E-3 1.436-i6.107E-3
0.40 1.359-i5.165E-9 1.348-i1.381E-6
0.35 1.446-i3.309E-3 1.436-i6.107E-3
0.40 1.359-i5.165E-9 1.348-i1.381E-6
0.35 1.446-i3.309E-3 1.436-i6.107E-3
0.35 1.423-i3.473E-2 1.414-i3.412E-2
0.40 1.415-i3.151E-2 1.406-i3.095E-2
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cellent, with an error at 443 nm less than 0.001 ~re-
all that Gordon and Wang9 used as a criterion for the

performance of their SeaWiFS algorithm that the er-
ror in trt at 443 nm should be smaller than 60.002!.

etrievals of C, v0, and b0 are also excellent. In
contrast, the retrieval of ta~865! is sometimes poor,
e.g., Figs. 4~c! and 4~d!. This failure to derive ac-
eptable values of ta~865! is completely explained by

the fact that the scattering phase functions resulting
from the Junge power-law distribution do not corre-
spond well to those used in the generation of the
pseudodata. Figures 5~a! and 5~b! compare the

hase functions @P~Q!, where Q is the scattering an-
le# derived in the retrievals, i.e., computed by use of
he retrieved values of n, mi, and mr, with those used

in the generation of the pseudodata for Figs. 4~c! and
~d!, respectively. There are significant differences
etween the retrieved and true phase functions, and
or the geometry in this situation ~single-scattering
ngle Q 5 120°! the difference causes the low values
f ta~865! obtained by the algorithm.
Figure 6 provides similar results for pseudodata

created with the T80 aerosol model. In this case the
results are still acceptable, but not as good as those in

Fig. 4. Comparison between the given ~curves! and the retrieved
for u 5 1.02° ~i.e., near nadir!: ~a! M80 with u0 5 20°, ~b! U80 with
parameters are the true values; primed parameters are the retrie
Fig. 4. The degradation in this case is caused par-
tially by the fact that the Junge power-law distribu-
tion cannot fit the T80 distribution well ~Fig. 3! and
partially by the fact that the optical thickness in the
visible can become very large ~Fig. 2! causing the
reflectances to become very large @compare Fig. 6~b!

ith Figs. 4~c! and 4~d!#. In spite of the deficiencies
f the algorithm, it is remarkable that in Figs. 4 and
, the maximum error in the retrieved value of C is
nly slightly over 10%.
The performance of the algorithm for other geom-

tries, pigment concentrations, and aerosol optical
hicknesses is summarized in Tables 3–5. In these
ables, the quantity being retrieved ~v0, C, and b0 for
ables 3, 4, and 5, respectively! is averaged over the
even Sun-viewing directions ~Subsection 3.A!, and
ts standard deviation ~Sd! over the seven directions

is also presented along with the error in the averaged
quantity ~D!. A small value for Sd indicates stability
in the performance as the Sun-viewing geometry is
varied. Clearly, it is desirable for both Sd and D to
be as small as possible.

The results for v0 at 865 nm ~Table 3! show that
weakly and strongly absorbing aerosols are well dis-

bols! reflectances by use of the Junge power-law size distribution
20°, ~c! M80 with u0 5 60°, and ~d! U80 with u0 5 60°. Unprimed
alues.
~sym
u0 5
ved v
20 August 1998 y Vol. 37, No. 24 y APPLIED OPTICS 5565
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tinguished; however, the actual derived value of v0 is
not as accurate as that obtained for the same test
data by use of the Gordon et al.11 algorithm ~Table 2
in Ref. 11!. In particular, larger errors are apparent
or the weakly absorbing aerosols; however, the re-
rieval is generally improved as ta~865! increases,

i.e., as the atmospheric contribution to rt increases.
The retrievals of C ~Table 4! are generally excel-

lent, with the largest error being 17.6%. However,
the T80 results are poorer than the others—the larg-
est error in the absence of T80 being 10.4%. The
error in C increases with increasing ta~865!, but not
dramatically. Other than a few T80 cases, Sd is gen-
erally ,5%, indicating good stability with respect to
Sun-viewing geometry. Table 5 shows that the re-
trieval of b0 can usually be carried out with an error
ess than 20% ~except for T80! with good Sun-viewing
eometry stability.
We did not tabulate the performance regarding the

etrievals of ta~865! as they are significantly poorer
than those in Gordon et al.11 because of the strong

Fig. 5. Comparison of the true ~solid curve! and retrieved ~dashed
to derive the aerosol optical thickness in Figs. 4~c! and 4~d!: ~a!

Fig. 6. Comparison between the given ~curves! and the retrieved
for u 5 1.02° ~i.e., near nadir!: ~a! T80 with u0 5 20° and ~b! T8

arameters are the retrieved values.
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differences in the Shettle and Fenn12 and the Junge
power-law phase functions ~Fig. 5!.

The quality of the resulting fits of the optimized
and TOA pseudoreflectances is measured by the
value of SLSQ. Table 6 provides the mean value of
SLSQ and its standard deviation sS over all values of
ta~865! and C provided in Tables 3–5, as well as over
ll Sun-viewing geometries ~a total of 63 individual
eterminations for each model used to generate the
seudodata!. ~The models UU80, U280, and U480
re described below.! The table shows that excellent
ts are obtained with relatively low dispersion. As
xpected, the error is somewhat larger for the T80
ase.

The results of this subsection suggest that the wa-
er parameters C and b0 can be retrieved with rea-

sonably good accuracy. The poorer results for v0
and, in particular, for ta~865! are simply manifesta-
ions of the fact that, as argued by Wang and Gor-
on,27 an aerosol model that yields a phase function

that correctly approximates the true phase function

! phase functions at 865 nm. The retrieved phase function is used
and ~b! U80.

bols! reflectances by use of the Junge power-law size distribution
th u0 5 60°. Unprimed parameters are the true values; primed
curve
M80
~sym
0 wi



Table 3. Retrieval of Aerosol’s Single-Scattering Albedoa

C
f

Table 4. Retrieval of Ocean’s Pigment Concentrationa

f

Table 5. Retrieval of Water Scattering Parametera

f

is required to retrieve accurate values, even for
weakly absorbing aerosols. However, this is appar-
ently not the case if the goal is to retrieve only the
water parameters, i.e., a correct representation of the
C ~mgym3!

0.100 0.500 1.000

Result Sd ~%! D ~%! Result Sd ~%! D ~%! Result Sd ~%! D ~%!

M80 ta~865! 5 0.10 0.938 2.5 5.50 0.968 1.9 2.40 0.972 2.2 2.12
v0 5 0.993 ta~865! 5 0.20 0.954 2.2 3.93 0.971 2.4 2.22 0.974 2.5 1.91

ta~865! 5 0.30 0.963 1.8 3.02 0.976 1.9 1.22 0.979 2.0 1.41
C80 ta~865! 5 0.10 0.943 2.3 4.56 0.970 1.7 3.20 0.972 1.7 1.62

v0 5 0.988 ta~865! 5 0.20 0.960 2.1 2.83 0.977 1.7 1.11 0.979 1.8 0.91
ta~865! 5 0.30 0.969 1.9 1.92 0.981 1.6 0.71 0.983 1.5 0.51

T80 ta~865! 5 0.10 0.842 4.9 11.6 0.867 4.5 9.02 0.872 4.4 8.50
v0 5 0.953 ta~865! 5 0.20 0.877 1.9 8.00 0.891 2.0 6.51 0.892 1.9 6.40

ta~865! 5 0.30 0.902 1.6 5.35 0.914 1.0 4.09 0.918 1.0 3.67
U80 ta~865! 5 0.10 0.744 4.7 0.54 0.745 4.3 1.40 0.745 4.4 0.40

v0 5 0.748 ta~865! 5 0.20 0.770 0.8 2.94 0.769 0.8 2.81 0.770 1.3 2.94
ta~865! 5 0.30 0.788 1.7 5.35 0.777 1.2 3.88 0.773 1.5 3.34

aTabulated are mean values of retrieved v0 for seven Sun-viewing geometries and each of four hypothetical atmospheric aerosols ~M80,
80, T80, U80!. Also provided are the standard deviations over viewing geometries divided by the mean ~Sd! as well as the deviations

rom given parameters ~D!.
C ~mgym3!

0.100 0.500 1.000

Result Sd ~%! D ~%! Result Sd ~%! D ~%! Result Sd ~%! D ~%!

M80 ta~865! 5 0.10 0.096 1.8 4.00 0.488 1.8 2.40 1.012 1.1 1.20
v0 5 0.993 ta~865! 5 0.20 0.094 2.9 6.00 0.479 3.7 4.20 1.014 2.3 1.40

ta~865! 5 0.30 0.093 3.2 7.00 0.473 4.6 5.40 1.010 3.5 1.00
C80 ta~865! 5 0.10 0.096 2.1 4.00 0.484 2.1 3.20 1.001 1.9 0.10

v0 5 0.988 ta~865! 5 0.20 0.094 3.2 6.00 0.469 1.7 6.20 0.984 4.3 1.60
ta~865! 5 0.30 0.093 2.8 7.00 0.459 4.9 8.20 0.959 7.3 4.10

T80 ta~865! 5 0.10 0.091 4.9 9.00 0.466 4.0 6.80 1.021 6.1 2.10
v0 5 0.953 ta~865! 5 0.20 0.086 1.9 14.0 0.425 9.9 15.0 0.941 7.0 5.90

ta~865! 5 0.30 0.090 5.7 10.0 0.412 6.8 17.6 0.874 6.7 12.6
U80 ta~865! 5 0.10 0.100 0.8 0.00 0.507 0.7 1.40 1.028 1.9 2.80

v0 5 0.748 ta~865! 5 0.20 0.104 1.4 4.00 0.526 2.7 5.20 1.053 3.2 5.30
ta~865! 5 0.30 0.110 4.3 10.0 0.552 5.8 10.4 1.070 4.0 7.00

aTabulated are mean values of retrieved C for seven Sun-viewing geometries and each of four hypothetical atmospheric aerosols ~M80,
C80, T80, U80!. Also provided are the standard deviations over viewing geometries divided by the mean ~Sd! as well as the deviations
rom given parameters ~D!.
C ~mgym3!

0.100 0.500 1.000

Result Sd ~%! D ~%! Result Sd ~%! D ~%! Result Sd ~%! D ~%!

M80 ta~865! 5 0.10 0.294 1.1 2.00 0.274 4.1 8.67 0.273 4.4 3.20
v0 5 0.993 ta~865! 5 0.20 0.289 1.7 3.67 0.258 7.3 14.0 0.255 8.2 15.0

ta~865! 5 0.30 0.286 1.8 4.67 0.249 8.2 17.0 0.246 9.4 18.0
C80 ta~865! 5 0.10 0.293 1.6 2.33 0.273 4.9 3.20 0.271 5.3 9.67

v0 5 0.988 ta~865! 5 0.20 0.289 2.2 3.67 0.255 8.0 15.0 0.250 9.0 16.7
ta~865! 5 0.30 0.287 2.0 4.33 0.247 7.4 17.7 0.239 8.7 20.3

T80 ta~865! 5 0.10 0.278 6.5 7.33 0.237 18.0 21.0 0.234 19.0 22.0
v0 5 0.953 ta~865! 5 0.20 0.270 6.4 10.0 0.200 23.0 33.3 0.193 23.7 36.0

ta~865! 5 0.30 0.288 5.1 4.00 0.201 20.0 33.0 0.186 25.0 38.0
U80 ta~865! 5 0.10 0.297 1.0 1.00 0.298 1.8 0.67 0.298 1.7 0.67

v0 5 0.748 ta~865! 5 0.20 0.302 0.5 0.67 0.316 1.9 5.33 0.319 2.4 6.33
ta~865! 5 0.30 0.311 1.5 3.67 0.350 8.2 16.7 0.354 8.1 18.0

aTabulated are mean values of retrieved b0 for seven Sun-viewing geometries and each of four hypothetical atmospheric aerosols ~M80,
C80, T80, U80!. Also provided are the standard deviations over viewing geometries divided by the mean ~Sd! as well as the deviations
rom given parameters ~D!.
20 August 1998 y Vol. 37, No. 24 y APPLIED OPTICS 5567
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Table 6. Mean S and its Standard Deviation s ~both in %!, over all Table 7. Values of the Residual Radiometric Calibration Uncertainty

5

aerosol phase function is not necessary for retrieving
water parameters.

SeaWiFS has an additional band at 670 nm that
was not used in the results we presented in this sub-
section. The addition of this band in the optimiza-
tion procedure did little to improve the retrievals,
presumably because of its weak ~but not negligible!
response to changes in C and b0.

Fig. 7. Comparison between the given ~curves! and the retrieved
for u 5 1.02° ~i.e., near nadir! in the presence of the calibration er
~b! M80 with u0 5 60° and negative calibration error, ~c! U80 with
negative calibration error. Unprimed parameters are the true val
alibration error.

LSQ S

Values of ta~865!, C, and Sun-Viewing Geometries

Model SLSQ sS

M80 0.27 22
C80 0.28 19
T80 0.36 23
U80 0.15 16
U280 1.57 27
U480 5.58 27
UU80 133.48 68
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C. Retrieval Results with Calibration Error in rt

To illustrate the influence of radiometric calibration
error on the performance of this algorithm, we follow
Gordon et al.11 and add error to rt equal to the un-
certainty expected after effecting an in-orbit calibra-
tion adjustment of the visible bands with respect to
the band at l,. Gordon28 has shown that for such a

bols! reflectances by use of the Junge power-law size distribution
in Table 7: ~a! M80 with u0 5 60° and positive calibration error,
60° and positive calibration error, and ~d! U80 with u0 5 60° and

primed parameters are the retrieved values, and rc represents the

after Effecting an In-Orbit Calibration Adjustmenta

li ~nm! Uncertainty ~%!

412 0.3
443 0.5
490 0.8
520 1.0
550 1.5
670 2.0
765 3.0
865 5.0

aFrom Ref. 28.
~sym
rors
u0 5
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Table 8. Retrieval of Ocean’s Pigment Concentration with Negative Calibration Errora

f

f

procedure, the residual calibration error in all the
bands will have the same sign as that at l,, and the

agnitude of the error will progressively decrease
nto the visible, roughly as rr increases. Table 7

provides the estimated residual uncertainty ~in per-
cent! given an uncertainty of 5% in the radiometry
at l,. We added ~subtracted! the error in Table 7
o ~from! the pseudodata used in Subsection 3.B to
roduce erroneous reflectances. The algorithm
as then operated by use of these reflectances as

nput pseudodata. Figure 7 provides examples of
he retrievals in the presence of these errors. It
hows that the retrieval of ra 1 rra is too large

~small! if the radiometric error is positive ~nega-
ive!. Typically, this is compensated by the oppo-
ite behavior in trw. To achieve this, the algorithm

apparently varies b0 holding C to the nearly correct
value @compare Figs. 7~a! and 7~b! with Fig. 4~c!,

nd Figs. 7~c! and 7~d! with Fig. 4~d!#. Note that
he calibration error will cause an incorrect n to be

C ~mgym3!

0.100

Result Sd ~%! D ~%

M80 ta~865! 5 0.10 0.094 2.3 6.0
v0 5 0.993 ta~865! 5 0.20 0.091 4.0 9.0

ta~865! 5 0.30 0.090 4.7 3.0
C80 ta~865! 5 0.10 0.094 2.6 6.0

v0 5 0.988 ta~865! 5 0.20 0.090 4.7 10.0
ta~865! 5 0.30 0.088 5.3 12.0

T80 ta~865! 5 0.10 0.086 10.0 5.0
v0 5 0.953 ta~865! 5 0.20 0.078 14.0 22.0

ta~865! 5 0.30 0.081 12.0 19.0
U80 ta~865! 5 0.10 0.098 1.5 2.0

v0 5 0.748 ta~865! 5 0.20 0.099 2.7 1.0
ta~865! 5 0.30 0.104 3.2 4.0

aTabulated are mean values of retrieved C for seven Sun-viewin
C80, T80, U80!. Also provided are the standard deviations over
rom given parameters ~D!.
Table 9. Retrieval of Ocean’s Pigment Conce
hosen: A positive ~negative! error results in a
maller ~larger! n. The quality of the fits is only
arginally degraded from the error-free case. Av-

raging SLSQ for the M80, C80, T80, and U80 in
Table 6 yields 0.26%. This is increased only to
0.37% for a negative calibration error ~the worse
case of the two!.

Tables 8 and 9 summarize all the retrievals in the
resence of radiometric calibration error. They
hould be compared with Table 4. Although there
re some systematic variations in C with calibration
rror, e.g., for C 5 0.1 mgym3 the retrieved C tends to

be larger ~smaller! for a positive ~negative! calibra-
tion error, it is not systematic over the range of C
values or aerosol models. We can conclude from this
analysis that the algorithm is relatively insensitive to
radiometric calibration error of the magnitude ex-
pected after in-orbit calibration adjustment. It is
certainly no more sensitive than the Gordon et al.11

algorithm.

0.500 1.000

Result Sd ~%! D ~%! Result Sd ~%! D ~%!

0.479 2.3 4.20 1.004 0.8 0.40
0.463 4.6 7.40 1.005 2.2 0.50
0.452 6.1 9.60 0.998 4.0 0.20
0.476 2.5 4.80 0.997 0.9 0.30
0.455 5.2 9.00 0.983 2.2 1.70
0.438 6.5 12.4 0.964 4.4 3.60
0.437 9.5 12.6 1.038 14.0 3.80
0.377 19.0 24.6 0.836 3.4 16.4
0.337 15.0 32.6 0.640 26.0 36.0
0.496 0.2 0.80 1.021 2.7 2.10
0.507 1.9 1.40 1.033 3.5 3.30
0.530 4.7 6.00 1.056 4.1 5.60

metries and each of four hypothetical atmospheric aerosols ~M80,
ng geometries divided by the mean ~Sd! as well as the deviations
!

0
0
0
0

0

0
0

g geo
viewi
ntration with Positive Calibration Errora
C ~mgym3!

0.100 0.500 1.000

Result Sd ~%! D ~%! Result Sd ~%! D ~%! Result Sd ~%! D ~%!

M80 ta~865! 5 0.10 0.098 1.6 2.00 0.494 2.7 1.20 1.011 4.2 1.10
v0 5 0.993 ta~865! 5 0.20 0.097 2.2 3.00 0.487 5.0 2.60 0.999 8.5 0.10

ta~865! 5 0.30 0.097 2.2 3.00 0.485 6.2 3.00 0.991 11.0 0.90
C80 ta~865! 5 0.10 0.098 1.6 2.00 0.490 3.6 2.00 0.995 6.3 0.50

v0 5 0.988 ta~865! 5 0.20 0.097 2.2 3.00 0.478 7.1 4.40 0.966 12.0 3.40
ta~865! 5 0.30 0.097 2.6 3.00 0.471 10.0 5.80 0.940 17.0 6.00

T80 ta~865! 5 0.10 0.095 4.7 5.00 0.487 2.4 2.60 1.037 4.9 3.70
v0 5 0.953 ta~865! 5 0.20 0.093 1.3 7.00 0.470 4.0 6.00 0.935 3.0 6.50

ta~865! 5 0.30 0.096 4.4 4.0 0.469 2.1 6.20 0.943 2.7 5.70
U80 ta~865! 5 0.10 0.103 0.8 3.00 0.519 1.1 3.80 1.043 2.3 4.30

v0 5 0.748 ta~865! 5 0.20 0.109 2.8 9.00 0.543 3.8 8.60 1.062 2.9 6.20
ta~865! 5 0.30 0.116 5.7 16.0 0.573 6.4 14.6 1.089 3.6 8.90

aTabulated are mean values of retrieved C for seven Sun-viewing geometries and each of four hypothetical atmospheric aerosols ~M80,
C80, T80, U80!. Also provided are the standard deviations over viewing geometries divided by the mean ~Sd! as well as the deviations
rom given parameters ~D!.
20 August 1998 y Vol. 37, No. 24 y APPLIED OPTICS 5569
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D. Influence of Aerosol Vertical Structure on Retrieval
of C

In the results described in Subsections 3.B and 3.C, it
was assumed that the aerosol is located in a thin layer
near the sea surface, as it was shown that the vertical
structure of the aerosol concentration is irrelevant as
long as the aerosol is weakly absorbing.10 However,
when the aerosol is strongly absorbing, this is not the
case.10,11 In the above subsections, the vertical struc-
ture of the test pseudodata and the candidate Junge
power-law models were identical. In this subsection,
we examine the quality of the retrievals when the ur-
ban aerosol is uniformly mixed with air ~molecular
scattering! from the surface to 2 km ~U280!, from the
surface to 4 km ~U480!, and uniformly mixed with air
from the surface to the TOA ~UU80!. In contrast, the
radiative transfer computations for the candidate
aerosol models still employ a two-layer atmosphere
with all aerosol scattering in the lower layer and all
molecular scattering in the upper layer.

Figure 8 provides examples of the performance of
the algorithm for the U280 and U480 cases with u0 5

Fig. 8. Comparison between the given ~curves! and the retrieved
for u0 5 20° and u 5 1.02° ~i.e., near nadir! for cases in which the
a! U80 aerosol with h 5 2 km ~U280! and ~b! U80 aerosol with h
arameters are the retrieved values.

Table 10. Retrieval of Oc

C ~mgym3!

0.100

Result Sd ~%! D ~%

U80 ta~865! 5 0.10 0.100 0.8 0.0
v0 5 0.748 ta~865! 5 0.20 0.104 1.4 4.0

ta~865! 5 0.30 0.110 4.3 10.0
U280 ta~865! 5 0.10 0.110 2.8 10.0

v0 5 0.748 ta~865! 5 0.20 0.122 6.3 22.0
ta~865! 5 0.30 0.138 12.0 38.0

U480 ta~865! 5 0.10 0.120 6.7 20.0
v0 5 0.748 ta~865! 5 0.20 0.142 14.0 42.0

ta~865! 5 0.30 0.172 25.0 72.0

aTabulated are mean values of retrieved C for seven Sun-viewin
C80, T80, U80. Also provided are the standard deviations over vie
iven parameters ~D!.
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20° and u 5 1.02°. These figures should be com-
pared with Fig. 4~b! for which the pseudodata and the
candidate models have the same vertical distribution
of aerosol. Note the decreasing quality of the re-
trievals as the aerosol layer thickens. This is also
manifest in a decreasing quality of the fit of the com-
puted reflectances to the pseudodata, i.e., increasing
SLSQ, with increased layer thickness ~Table 6!. Ta-
ble 10 provides a summary comparing the retrieved
C, averaged over Sun-viewing geometry, for the U280
and U480 with that for U80. The UU80 retrievals
are not shown because the maximum value of C al-
lowed ~1.5 mgym3! was always chosen. Note that as
the layer thickens, the retrieved values for C in-
crease. This is explained as follows. Increasing
the layer thickness causes ra~l! 1 rra~l! to become
increasing smaller as l decreases ~see Fig. 4 of Ref.
11!. The algorithm tries to cope with this decrease
in absorption by ~1! choosing the largest value of mi
available and ~2! increasing C to further reduce rt~l!
2 rr~l! in the blue relative to the red. The fact that
the U280 retrievals were realistic is encouraging. It

bols! reflectances by use of the Junge power-law size distribution
sol is uniformly mixed with air from the surface to an altitude h:
km ~U480!. Unprimed parameters are the true values; primed

Pigment Concentrationa

0.500 1.000

Result Sd ~%! D ~%! Result Sd ~%! D ~%!

0.507 0.7 1.40 1.028 1.9 2.80
0.526 2.7 5.20 1.053 3.2 5.30
0.552 5.8 10.4 1.070 4.0 7.00
0.602 9.8 20.4 1.305 11.0 30.5
0.575 3.0 15.0 1.120 7.9 12.0
0.631 16.0 26.2 0.959 8.6 4.10
0.941 28.0 88.2 1.500 0.0 50.0
1.198 19.0 140.0 1.500 0.0 50.0
1.084 13.0 102.0 1.500 0.0 50.0

metries and each of four hypothetical atmospheric aerosols ~M80,
geometries divided by the mean ~Sd! as well as the deviations from
~sym
aero
5 4
!
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suggests that the algorithm as presented could han-
dle aerosol vertical structure with only minor
changes. The reasoning is as follows. First, as
most strongly absorbing aerosols, e.g., wind-blown
dust, smoke from biomass burning, etc., are likely to
be mixed to altitudes of 2–4 km, it is clear that the
simple vertical structure of the atmosphere used in
generating the candidate model LUT’s ~a two-layer
model: all aerosol scattering in the lower layer and
all molecular scattering in the upper layer! must be
modified. Second, because the vertical structure in
the case of nonabsorbing or weakly absorbing aero-
sols is irrelevant, use of LUT’s with aerosol mixed
higher in the atmosphere will not have a negative
impact on the retrieval of C for such aerosols ~M80,
C80, and T80!. Third, the U280 retrievals were good
even though the vertical distribution of the aerosol
mixing was in error by 2 km. These observations
suggest that if the candidate LUT’s were all gener-
ated for an aerosol mixed to 2 km, the performance in
the case of the M80, C80, T80, and U80 examples
would be only slightly degraded from that in Table 4,
whereas the performance for U480 would be signifi-
cantly improved over that in Table 10 and that for
U280 would be slightly improved. This is the strat-
egy that is used in implementing the algorithm.

4. Discussion

The results in this paper are in agreement with the
conclusion of Zhao and Nakajima14: The Junge

ower-law aerosol size distribution can be usefully
pplied to the problem of atmospheric correction of
cean color sensors. However, we have extended
heir algorithm, in which only a single value of re-
ractive index ~1.50–i0.01! was used for both the

Junge power-law distribution and the test pseudo-
data to allow both mr and mi to be determined in the
nonlinear optimization procedure. Simulations
show that our algorithm yields excellent retrievals of
C in atmospheres with either weakly or strongly ab-
sorbing aerosols, but retrieval of the aerosol optical
thickness can show large error. The error in ta~865!
s traced to significant differences between the phase
unctions of the optimized Junge power-law and the
est pseudodata ~Fig. 5!. In contrast, Zhao and Na-
ajima typically obtained excellent ta~550! retrievals

~error ;10%!. This discrepancy is probably due to
the fact that they used the same refractive index for
all their computations. Hansen and Travis16 show
that for a fixed refractive index, the phase functions
computed for significantly different size distributions
can be similar as long as the size distributions have
the same effective radius and effective variance. In
our more realistic simulations, in which even the in-
dividual components of the log-normal size distribu-
tions for the test data @Eqs. ~8! and ~9!# have different
refractive indices ~which also depend on l!, this sim-
ilarity is precluded, preventing an accurate estimate
of ta~865!.

Our results suggest that the detailed shape of the
aerosol-scattering phase function is not relevant to
atmospheric correction in case 1 waters, i.e., we can
retrieve excellent values of C ~Fig. 4! with poor phase
functions ~Fig. 5!. Apparently, the most important

arameters are v0 and the spectral variation of opti-
cal thickness, ta~l!yta~865!. @Note that the absolute
alue of ta~865! is directly dependent on the phase
unction that is not relevant.# Gordon10 has already

pointed out that the choice of candidate aerosol mod-
els in the Gordon and Wang9 correction algorithm
forces a particular v0 2 ta~l!yta~865! relationship to
e applied in the correction. In the present algo-
ithm, no such relationship is impressed on the
etrievals—v0 is determined mostly by n and mi, and

ta~l!yta~865! is principally determined by n.
The fact that excellent retrievals of C are obtained

even though the phase function of the resulting aero-
sol model is a poor approximation to the true phase
function ~Fig. 5! suggests that this algorithm is not
limited by the fact that the aerosol optical properties
@v0, ta~l!yta~865!, and P~Q!# are computed assuming
that the aerosol consists of homogeneous spheres
~Mie theory!. Mishchenko and co-workers29,30 have
shown that, in the case of randomly oriented sphe-
roids used as a model for dustlike tropospheric aero-
sols, the only aerosol optical property that is strongly
influenced by the particle shape is the phase function.
Thus, for the purpose of retrieving C, the use of Mie
theory should not restrict the applicability of the al-
gorithm. In contrast, the retrieved ta~865! depends

irectly on P~Q! and therefore will only be correct if
~Q! is correct.27

We have made the implicit assumption that mi and
mr are constant for the Junge power-law models.
This results in only a small variation in v0 with l
Table 2!. Unfortunately, some aerosol species, such
s wind-blown dust, are colored and show significant
ariation in mi ~and therefore v0! with wavelength.31

The algorithm as described above cannot handle
these aerosols; however, with minor changes it
should be able to. Essentially, all that is needed is to
force a prescribed spectral variation in mr and mi—
which, along with n and ta~865! determined as in
Subsection 3.A, fixes all the aerosol properties—and
vary only C and b0 until a minimum in SLSQ is
reached. If the correct spectral variation in mr and
mi is chosen, the minimal SLSQ in this case should be
considerably smaller than that obtained by use of the
wavelength-independent values of mr and mi. Thus
a larger than expected minimal SLSQ could be em-
ployed as a signal that colored aerosols may be
present and that a set of variable m values should be
tested to see if SLSQ can be reduced.

Our proposed method for dealing with the vertical
distribution of strongly absorbing aerosols—placing
them in a uniformly mixed layer with a thickness of 2
km in the computations used to generate the Junge
power-law LUT’s—may not be optimum. Unfortu-
nately, other approaches, such as trying to retrieve the
layer thickness by use of LUT’s generated for several-
layer thicknesses,11 may require too much computer
memory to be useful. There were 72 separate aerosol
models already used as the basis for our interpolation
of ra 1 rra for arbitrary n, mr, and mi. These require
20 August 1998 y Vol. 37, No. 24 y APPLIED OPTICS 5571
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approximately 500 Mbytes of random access memory
to operate the algorithm. Nevertheless, in the final
analysis all atmospheric correction procedures must
compromise in some manner to deal with the problem
of absorbing aerosol vertical structure.

We believe that the principal advantage of the
present algorithm over and above that proposed by
Gordon et al.11 is the fact that realistic multicompo-
nent aerosol models are not required for the extrac-
tion of ocean properties ~although the spectral
variation of m will be required for colored aerosols!.

nfortunately, by abandoning realistic models in fa-
or of the simpler Junge power law, we lose some
bility to retrieve meaningful aerosol properties, e.g.,
a~865!.

We are currently studying ways of making this
algorithm more efficient, with the goal that it can be
applied to the processing of SeaWiFS and MODIS
imagery.

The authors are grateful for support from the Na-
tional Aeronautics and Space Administration, God-
dard Space Flight Center, under contracts NAS5-
31363 and NAS5-31734.
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